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Figure 1: Visualized 3D Video for MR-PreViz.

Abstract

3D Video is a new media that records a dynamic event in the real
world as is, i.e., high-fidelity full 3D shape, motion, and texture of
an object. In this paper, we first introduce 3D video and theMR-
PreViz(previsualization with Mixed-Reality techniques) project for
film-making briefly, then present the scheme of 3D video genera-
tion and the utilization of 3D video into the MR-PreViz. We finally
show the utility of our technologies by examples of the visualized
scene in which twosamuraisare fighting a battle with swords in
a traditional Japanese downtown, which is composed of 3D video
and a virtual CG set.

CR Categories: H.5.1 [Information Interface and Presentation]:
Multimedia Information Systems—Artificial, augmented, and vir-
tual realities I.2.10 [Artificial Intelligence]: Vision and Scene
Understanding—Motion, Shape, Texture

Keywords: 3D video, volume reconstruction, mesh deformation,
texture mapping, film-making, previsualization, mixed-reality.

1 Introduction

1.1 3D Video

We are developing 3D video technologies for these several years
[9, 10, 11, 12, 16, 19], which enable us to capture a dynamic event
in the real world as is; it records time varying 3D object shape with
high fidelity surface properties (i.e. color and texture). Its appli-
cations cover wide varieties of personal and social human activ-
ities: entertainment (e.g. 3D game and 3D TV), education (e.g.
3D animal picture books), sports (e.g. sport performance analysis),
medicine (e.g. 3D surgery monitoring), culture (e.g. 3D archive of
traditional dances) and so on.
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Several research groups developed real-time 3D shape recon-
struction systems for 3D video and have opened up the new world
of image media [13] [6] [18] [3] [4]. All these systems focus on cap-
turing human body actions and share a group of distributed video
cameras for real-time synchronized multi-viewpoint action obser-
vation. While the real-timeness of the earlier systems[13] [6] was
confined to the synchronized multi-view video observation alone,
the parallel volume intersection on a PC cluster has enabled the
real-time 3D shape reconstruction [18] [3] [4].

As an example of the application of 3D video, we present a uti-
lization of 3D video to the MR-PreViz project [1] that aims for sup-
porting the previsualization process of film-making. Though com-
puter graphics and motion capture system are utilized for the pre-
visualization, one of the most advantageous points over ordinary
computer graphics and motion capture systems is that the natural
motions and appearance of objects can be representable. Figure 2
illustrates the basic scheme of 3D video generation. We present the
summary of the major technologies in Section 2.

1.2 The MR-PreViz Project for Film-Making

In a creation of epic films, previsualization is becoming conven-
tional in order to show directors’ concepts, thoughts, idea, etc. to
their film crews, and to make clear their own images with visual-
ized computer graphics rather than a simple storyboard. The MR-
PreViz project is aimed for supporting the previsualization process
with mixed-reality (MR) techniques, which enable us to visualize a
virtual scene into a real scene with geometrical and photometrical
consistency. We show a basic flow of film-making as follows:

1. Preproduction:

• Scenario.

• Casting.

• Previsualization.

• Preparation of filming.

2. Production:

• Camerawork.

• Lighting.

• Filming.
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Figure 2: Basic scheme of 3D Video Generation.

• Recording.

3. Postproduction:

• Editing.

• VFX.

In the project, we aspire to accomplish anon-siteprevisualiza-
tion system, instead of most existing ones with simple computer
graphics in a production office. With the MR-PreViz system, the
director and the film crew can find out the camerawork and the
composition that they desire through a trial and error process un-
der a real set, scene, and lighting with consistently superimposed
CG and/or 3D video, feeling the ambient atmosphere of the scene
(Figure 3(a)). After the MR-PreViz process, the filming can be done
efficiently by the director, the film crew, and the actors with the pre-
visualized images (Figure 3(b)).

(a) MR-PreViz. (b) Filming.

Figure 3: Film-making with MR-PreViz [1].

This project is led by Prof. H. Tamura at Ritsumeikan Univ., and
organized with Ritsumeikan Univ., NAIST, and Kyoto Univ. for
five years (Oct. 2005 – Sept. 2010). Ritsumeikan Univ. organizes
the project and develops an action editor, a 3D-space-layout tool,

and a camerawork authoring tool, NAIST develops an MR system
for outdoor scenes with geometrical and photometrical consistency,
and we, Kyoto Univ., develop a method for capturing, visualizing
and editing of 3D video over the coming four years. In this paper,
we present visualization of 3D video for the MR-PreViz system in
Section 3.

2 3D Video Generation

2.1 Studio Configuration

Figure 4 illustrates the configuration of our studio whose diameter
is 6 m and height is 2.5 m, and the size of the area that we can
reconstruct an object without defects is approximately 3 m× 3 m
× 2 m in the center of the studio. We have a PC cluster system
for capturing, which is composed by 15 PCs and one master PC.
Each PC has one fixed-camera, and the cameras are connected to
an external pulse generator for triggering. The specifications of the
PC and the camera are following.

• PC: Pentium III 1 GHz× 2, 1 GB RAM

• Camera: Sony XCD-X710CR, XGA, 25 fps with an external
triggering mode

The cameras are calibrated by the method in the OpenCV Li-
brary [2]. With this system, we can obtain a synchronized multi-
viewpoint image at 25 fps. In order to click the shutter at high
speeds (1/1000 sec) for capturing dynamic actions, we put a lot of
fluorescent light tubes at the ceiling of the studio, which emit a nat-
ural light whose spectrum is almost equivalent to the sunlight. We
also have a larger studio with 25 active-cameras and a PC cluster of
30 PCs, aiming to develop a method to generate 3D video of mul-
tiple objects with tracking in a wide area. In this paper, we capture
multi-viewpoint images with the studio that has 15 cameras, and we
generate 3D video with the PC cluster in the larger studio, because
of the computational capability. The specification of the PC in the
larger studio is Zeon 3.6 GHz× 2 and 2 GB RAM.

Figure 4: Studio configuration for capturing 3D video.

2.2 Real-time 3D Volume Reconstruction

We reconstruct a 3D volume of an object by the silhouette vol-
ume intersection method [8], which is based on the silhouette con-
straint that a 3D object is encased in the 3D frustum produced by
back-projecting a 2D object silhouette on an image plane. With
multi-view object images, therefore, an approximation of the 3D
object shape can be obtained by intersecting such frusta (Figure 5).
We have extended the method to reconstruct a volume from par-
tial views of an object, which enables us to capture an image of



the object in closeup, and accordingly, we can obtain a high quality
volume (The captured images are shown in Figures 10 and 11). We
have also developed a real-time system for the method, which can
reconstruct 30 volumes of objects per second at the resolution of 8
mm3 with the PC cluster of 30 PCs that is described above. The
details are presented in [19].

Silhouette
on Image PlaneCamera A

Camera B

Intersection

Reconstructing space

Object

Figure 5: Silhouette volume intersection.

2.3 3D Shape Recovery with Deformable Mesh Model

A mesh that is reconstructed by the volume intersection and the dis-
creet marching cubes [7] methods represents an approximate shape
of an object, because the volume intersection method cannot recon-
struct a concave portion of an object in principle, and the discreet
marching cubes method only generates surfaces with a few discreet
normal vectors. For high-accuracy recovery of an object, we have
presented a method of a heterogeneous deformation model for 3D
mesh and motion recovery [15]. In this paper, we apply the intra-
frame deformation to each visual hull individually, since the current
inter-frame deformation method cannot cope with global topologi-
cal structure changes. In the following sections, we present a simple
overview of the intra-frame deformation.

The procedure of the intra-frame deformation is follows:

Step 1. Compute the visibility of each vertex.

Step 2. Compute forceF(v) that works on each vertex indepen-
dently.

Step 3. Move each vertex byF(v).

Step 4. Terminate if all vertex motions are small enough. Other-
wise go back to Step 1.

ForceF(v) in Step 2 denotes a constraint of vertexv, which is de-
fined as

F(v) ≡ αF i(v) + βFe(v) + γFs(v), (1)

whereα, β, andγ ace coefficients for each force. The values are
specified by heuristics as 0.3, 0.4, 0.3, respectively.F i(v), Fe(v),
and Fs(v) denoteinternal, photometric, andsilhouette preserving
forces, respectively. The details of the forces are as follows:

internal force, F i(v): works to make the shape to keep smooth,
and defined by

F i(v) ≡
∑n

j qv j − qv

n
, (2)

whereqv j denotes the neighboring vertices ofv andn the num-
ber of neighbors.F i(v) performs as tension between vertices
and keeps them locally smooth.

Note that the utilities of this internal force is twofold:

1. make the mesh shrink, and

2. make the mesh smooth.

We need 1. in the intra-frame deformation since it starts with
the visual hull which encases the real object shape. 2. on
the other hand, stands for a popular smoothness heuristic em-
ployed in many vision algorithms such as the regularization
and active contour models. The smoothing force works to
prevent self-intersection since a self-intersecting surface in-
cludes protrusions and dents, which will be smoothed out be-
fore causing self-intersection.

Figure 6: Internal force.

photometric force, Fe(v): works to make the shape to fit the
captured image. We define the photometric forceFe(v) by

Fe(v) ≡
{
∇Ee(qv), if N(Cv) ≥ 2,
0, otherwise,

(3)

whereCv denotes a group of cameras that can observe vertex
v, N(Cv) the number of cameras inCv, andEe(qv) the correla-
tion of textures to be mapped aroundv (Figure 7(a)):

Ee(qv) ≡
1

N(Cv) − 1

∑
c∈Cv\cm

NCC(c, cm) , (4)

wherecm denotes the most facing camera inCv, c a camera
in Cv exceptcm, NCC(c, cm) the normalized cross correlation
function betweenc andcm given by:

NCC(c, cm) ≡!
wv

(
pwv,c (x, y) − pwv,c

) (
pwv,cm (x, y) − pwv,cm

)
dxdy√!

wv

(
pwv,c (x, y) − pwv,c

)2 dxdy
!

wv

(
pwv,cm (x, y) − pwv,cm

)2 dxdy
, (5)

where wv denotes the template window aroundv (Figure
7(b)), pwv,c the texture corresponding towv on the image cap-
tured byc, and pwv,c the average of thepwv,c . Note that the
template windowwv for v is a rectangle plane tangent tov
with a certain size, and is projected onto each camerac to ob-
tain the texturepwv,c (Figure 7(b)). The size of the template
window in practice is determined by the distances between
neighboring vertices and the resolution of captured images.

silhouette preserving force, Fs(v): works to make the shape to
fit the contour of the silhouette. Figure 8(b) explains how this
force atv is computed, whereSo,c denotes the object silhouette
observed by camerac, Sm,c the 2D projection of the 3D mesh
onto the image plane of camerac, andv′ the projection ofv
onto the image plane of camerac.

1. For eachc in Cv, compute the partial silhouette preserv-
ing force fs(v, c) by the following method.

2. If v′ is on the boundary of mesh silhouetteSm,c between
the background, and

(a) v′ is located outside ofSo,c or



(a) Photometric constraint.
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Figure 7: Photometric force.

(b) v′ is located inside ofSo,c,

then compute the shortest vector fromv′ to So,c (Figure
8(b) 2©), i.e., v′s and assign its corresponding vector to
fs(v, c) (Figure 8(b)4©, see below).

3. Otherwise,fs(v, c) = 0.

Here, we computefs(v, c) (Figure 8(b)4©) as follows:

fs(v, c) =
(
nv · dv,v′

)
nv, (6)

wherenv denote the normal vector atv and dv,v′ the vector
from v′ to v′s. Note here thatdv,v′ is a 3D vector represented in
the coordinate system of the mesh model.

3D mesh model

projection center

camera screen
object silhoueete boundary

(a) Silhouette constraint. (b) Silhouette preserving force.

Figure 8: Silhouette force.

For more details of the mesh deformation algorithm including
the inter-frame deformation, see [15, 16].

2.4 High Fidelity Texture Mapping

In this section, we propose a novel texture mapping algorithm for
the high fidelity visualization of 3D video. The problem we are go-
ing to solve here is how we can generate high fidelity object images
from arbitrary viewpoints based on the 3D object shape with lim-
ited accuracy. Even though the mesh is deformed by the method
that is described in Section 2.3, it contains errors according to the
calibration errors and insufficiency of the deformation.

The input data for this algorithm are

• A temporal series of 3D mesh data,
It was obtained by applying the intra-frame deformation to
each visual hull individually.

• A temporal series of multi-view video data, and

• Camera calibration data for all cameras.

For high fidelity texture mapping, we first compute vertex color
data, which we simply call it astexture,of each vertex in each cam-
era. That is, what we call as3D videois a temporal sequence of a
pair of the mesh and the texture. We then visualize 3D video in real
time. In the following sections, we describe our texture mapping
method,the viewpoint dependent vertex-based method,in detail.

2.4.1 Definitions

First of all, we define words and symbols as follows, where a bold
face symbol denotes an array:

• vertex color: denotes color value of red (R), green (G),
blue (B), andα (A) that denotes the visibility of the vertex
with 0 (invisible) and 1 (visible).

• mesh, M : denotes the deformed mesh, which has arrays of
vertices and face indices.

• group of cameras, C: Each camera has the intrinsic and
extrinsic parameters and captured images.

• array of vertex colors for rendering, V: This array is sent
to the graphics processing unit (GPU) for rendering. E.g.,Vv

denotes the vertex color of vertexv.

• texture, T: denotes the texture is an array of vertex colors
from all the cameras. E.g.,Tv,c denotes the vertex color of
vertexv in camerac, andTv an array of vertex colors of vertex
v in C.

• viewpoint, ~Peye: denotes a position from which we observe
an object.

• viewing direction, ~Veye: denotes a unit vector of the direction
from the viewpoint to a gazing point.

• vector, ~Vc: denotes a unit vector of the direction of the optical
axis of camerac.

• vector, ~Veye→v: denotes a unit vector from the viewpoint to
vertexv.

• normal, ~Nv: denotes a surface normal of vertexv.

• weighting factors, w andw̄: denote arrays of weighting fac-
tors and normalized weighting factors, respectively. E.g.,wc

denotes the weighting factor of camerac.

• sharpness, m: denotes sharpness of the weighting factors.
In this paper, we setm= 10 by heuristics.

2.4.2 Texture Generation

For the viewpoint dependent vertex-based method, we first generate
the texture. The format is an array of vertex colors, of which size is
a product of a number of vertices and a number of cameras.

Algorithm 1 presents generation of the texture. In the algorithm,
CheckVisibiliy is a function which returnstrue if vertex v is
visible from camerac, and false in the otherwise. The visibility
is judged by orientation of normal of the vertex and whether the
vertex is occluded or not using a depth buffer1. PickUpColor is a
function which returns a color value of vertexv in camerac.

1The depth buffer is an image holding depth values of vertices from the
optical center of a camera, instead of color values.



Algorithm 1 : Texture Generation.

input : mesh,M , and group of cameras,C
output: texture,T
foreachvertex v inM do

foreachcamera c inC do
IsVisibile← CheckVisibility(v, c);
if IsVisibile then

Tv,c ← PickUpColor(v, c);
TA

v,c ← 1;
else

TR
v,c ← TG

v,c ← TB
v,c ← TA

v,c ← 0;

2.4.3 Viewpoint Dependent Vertex-based Rendering

We render an image of 3D video, i.e., the mesh and the texture, in
Algorithm 2. In the algorithm,NormalizeWeightingFactors is
a function for normalizing the weighting factors by

w̄c =
w′c∑
C w′
, (7)

wherew′c = 0, if vertexv is invisible from camerac, i.e.,TA
v,c = 0,

andw′c = wc in the otherwise. The term,+2 of wc ← (~Veye· ~Vc+2)m

in the firstforeach, is a bias for letting the value in the parentheses
be greater than zero.

Algorithm 2 : Rendering of 3D video (viewpoint dependent
vertex-based method).

input : viewpoint,~Peye, viewing direction,~Veye, mesh,M ,
texture,T, and group of cameras,C

foreachcamera c inC do
wc ← (~Veye · ~Vc + 2)m;

foreachvertex v inM do
if ~Veye→v · ~Nv < 0 then

w̄← NormalizeWeightingFactors(w, Tv);
TR

v,c ← TG
v,c ← TB

v,c ← TA
v,c ← 0;

foreachcolor channel k in R, G, Bdo
foreachcamera c inC do

Vk
v ← Vk

v + w̄c Tk
v,c;

RenderinpWithGPU(M , V);

3 Visualization of 3D Video for TheMR-PreViz System

3.1 Reduction of Size of 3D Video Data

For the MR-PreViz system, we need to reduce the size of the 3D
video data, since the size is very huge as described in Section 2,
e.g., 300 MB/sec in the resolution of 5 mm3 (roughly 100,000 ver-
tices, 200,000 faces, and 15 cameras for the texture). Although we
are developing a compression method for 3D video [5], we employ
a mesh at low resolution and simplify the texture because the MR-
PreViz system requires real-time rendering rather than quality. The
low-resolution mesh has approximately 60,000 polygons (10 mm3),
and the simplified texture is generated as theview independent tex-
ture, i.e., one color data for each vertex, by2

Vv =
∑

C

ω̄v,c · Tv,c, (8)

2Eq. (8) is computed for each color channel; red, green, and blue.

whereTv,c denotes the color of vertexv in camerac, andVv denotes
the generated color of vertexv. ω̄c is a normalized weighting factor
for Tv,c, which is given by

ω̄v,c =
ωv,c∑
Cωv
, (9)

whereωv,c is a dot product of the viewing direction of camerac and
the normal of vertexv, i.e.,ωv,c = −~Vc · ~Nv. Note thatωv,c = 0, if
vertexv is invisible from camerac, i.e., ~Vc · ~Nv ≥ 0 or vertexv is
self-occluded.

Thus the data format of one frame of 3D video becomes

• Array of vertex
Format: x, y, z, color, and

• Array of face index
Format: vertex0, vertex1, vertex2.

By the above process, the size of one frame of 3D video is reduced
to be roughly 700 KB and the data rate is 17 MB/sec (6 % against
the original data with 5 mm3 resolution), which is less enough than
transaction speed from HDD to a graphics memory.

3.2 Interactive Viewer for 3D Video

We have been developing a viewer for 3D video, which enable us
to interactively observe 3D video data from an arbitrary viewpoint.
It is developed with DirectX 9.0c, and can run on an ordinary note-
book PC (Pentium M 2.26 GHz, 2 GB memory, nVidia GeforceGo
6400) with approximately 200 fps using the simplified 3D video
data that is described in the previous section. It has sufficient perfor-
mance for the MR-PreViz system that requires portable and on-site
equipment.

The viewer can render multiple 3D video data with CG models
and/or a live-action background (Figure 9), and also have a function
of simple editing of object’s scale, translation, and rotation. We are
going to make the graphics engine of the viewer into a module for
the MR-PreViz system.

(a) One object (b) One object and CG characters
with an omni-directional image

(c) One object and a live-action
background

(d) Two objects and a virtual
background

Figure 9: Interactive Viewer for 3D Video.

4 Experimental Results

4.1 Data Acquisition

In order to examine our studio for the MR-PreViz project, we cap-
tured a swordfight scene in which two samurais wearing kimonos



Figure 10: Examples of captured images (samurai 1, #331).

Figure 11: Examples of captured images (samurai 2, #361).

were fighting a battle with slender wooden swords. We invited two
professional actors of samurais and one swordfight arranger, and
requested them to act as in the case of the real filming. For the
limitation of the space of our studio, we captured one person at a
time, and the action was synchronized by their senses with careful
rehearsals. The configuration of the studio is described in Sec. 2.1.

The examples of captured images are shown in Figures 10 and
11. The images illustrate that few motion blurs appear around the
wooden sword that moves at a high speed of roughly 15 m/sec3.
This result indicates that our system for the 3D video capturing has
a capability to capture the data for the MR-PreViz system.

4.2 3D Video Generation

Figures 12 and 13 show examples of reconstructed 3D video
frames. The resolution of the shape is 5 mm3, and the size is
approximately 100,000 polygons and 13 MB with the viewpoint-
dependent texture per one frame. The computing time for the 3D
video generation is roughly 30 seconds per one frame using the PC
cluster system for the reconstruction that is described in Sec. 2.1.

In Figures 12 and 13,the meshrepresents a mesh which is gen-
erated by applying the discreet marching cubes method to a re-
constructed volume,the deformed meshrepresents a mesh which
is generated by the method that is described in Sec. 2.3, andthe
texture-mapped meshrepresents a mesh that is texture-mapped by
the method that is described in Sec. 2.4. The color of the mesh and
the deformed mesh denotes the surface normal by replacing (x, y, z)
with (r, g, b). The figures illustrate that a slender wooden sword and
the shape of kimono can be reconstructed, and the deformed mesh
represents a more smooth and accurate shape. In particular, the
waving of kimonos can be well represented, which is impossible for

3The speed is manually estimated from the captured images.

M
es

h
D

ef
or

m
ed

M
es

h
Te

xt
ur

e-
m

ap
pe

d
M

es
h

# 170 # 216 # 331

Figure 12: Examples of generated 3D video frames (Samurai 1, 5 mm3).
The color of the Mesh and Deformed Mesh denotes the surface normal by replacing
(x, y, z) with (r, g, b).

an ordinary motion capture system with a tight costume and mark-
ers. Some phantom volumes, however, appear around samurais’
feet and between the samurais’ arms, etc., because of the silhouette
extraction error and the insufficiency of the mesh deformation. We
are now contending with this issue as future work.

For reference, we show examples of 3D video frames at lower
resolution (10 mm3) for the MR-PreViz system in Figure 14. At
this lower resolution, shape of samurais and wooden swords can
be represented as well as the results at the higher one, and there-
fore, the data has sufficient resolution to utilize into the MR-PreViz
system.

4.3 3D Video Visualization

In Figure 15, we show the visualized 3D video of the swordfight
scene with a virtual CG set of a traditional Japanese downtown. The
position and rotation of two samurais are configured manually, and
the timing of the action is also edited, but it was almost perfect with
their professional skills. 3D video can represent self and mutual
occlusions of samurais with no difficulty since it has the 3D shapes
of them, which is difficult for an ordinary image-based rendering
which has no geometry information. As shown in Figure 15, we
can observe a real swordfight from an arbitrary viewpoint and time.

5 Concluding Remarks and FutureWork

In this paper, we have presented our 3D video technologies, which
enable us to capture high fidelity full 3D shape, motion, and texture
of high speed and dynamic actions. The experimental results have
shown the utility of our system, which are
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Figure 13: Examples of generated 3D video frames (Samurai 2, 5 mm3).
The color of the Mesh and Deformed Mesh denotes the surface normal by replacing
(x, y, z) with (r, g, b).

• acquisition of synchronized multi-viewpoint image sequence
with few motion blurs,

• real-time 3D volume reconstruction with a PC cluster,

• 3D shape recovery with a deformable mesh model,

• high fidelity texture mapping for a mesh with limited accu-
racy, and

• an interactive viewer which enables us to observe objects from
an arbitrary viewpoint.

For the MR-PreViz system, we have generated 3D video of a
swordfight scene in which professional actors making up as samu-
rais are fighting a battle with slender wooden swords. The results
show that our system can reconstruct a slender object that moves at
high speeds, and represent the waving of kimonos successfully. We
have also improved the interactive viewer in order to render longer
sequence of 3D video by employing the simplified format of 3D
video. For future work in the MR-PreViz project, we aim to develop
a method to edit a shape and motion of 3D video, which enables us
to edit actions of 3D video arbitrarily. As a first step of this, we
have developed a method to obtain a 3D kinematic structure from
3D video using the augmented multiresolution Reeb graph [17, 14].

For future work of 3D video technology, we are developing a
method for silhouette extraction from multi-viewpoint images us-
ing visual hulls. The concept of this method is similar to [20], our
method, however, has functions of error detection and correction
for reliable silhouette extraction. For generating 3D video of multi-
ple objects in a wide area, we are developing a method to generate
3D volumes, tracking them with active cameras. In order to accom-
plish it, we are also developing precise calibration methods for a
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Figure 14: Examples of generated 3D video frames for the MR-PreViz
system (10 mm3).

set of the active cameras. As other examples of future work, we
need a compression method including texture data, while we pre-
sented a compression method for a mesh of 3D video [5]. For effec-
tive visualization, methods for estimating reflectance parameters of
an object and lighting environment which has effects of near light
sources are also required. Moreover, we are developing a real-time
rendering system for 3D video with a full 3D display system.
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